Chapter 14

Research on High Accuracy Prediction
Model of Satellite Clock Bias

Xueqing Xu, Xiaogong Hu, Yonghong Zhou and Yezhi Song

Abstract Time basis of satellite navigation system is achieved by the satellite
clock bias (SCB) prediction, while the SCB prediction accuracy will also affect the
positioning accuracy of real-time navigation users. With the development of
our Beidou satellite navigation system, the accuracy requirements of the SCB
prediction is higher and higher, general quadratic polynomial extrapolation
method have failed to meet the SCB forecast accuracy for each satellite. There is
an urgent need to develop the SCB prediction program for each satellite, here we
use a combined method of least squares and auto-regressive model (LS + AR)
from the EOP forecasting, to predict and assess SCB with data from IGS. Results
show that the combined LS + AR method can improve the SCB forecast accuracy
effectively.
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14.1 Introduction

The long-term reliable forecasting of satellite clock error is an important pre-
requisite for autonomous navigation satellite orbit determination. Satellite clock
cannot be compared to the ground time reference continuously while the satellites
is in space orbit, when the satellite run into the arcs which cannot be observed by
ground stations, the synchronization between satellite clock and the system time
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can be only maintained by satellite clock himself, in order to get continuous
satellite clock results, satellite clock error should be predicted necessarily [8, 5].

Prediction accuracy of the navigation satellites atomic clocks determines the
ephemeris updated frequency, and the complexity and workload of satellite nav-
igation ground operation control system, and the prediction accuracy is not only
related with its physical characteristics, but also restricted by the complexity of the
prediction algorithm [13, 15, 16]. Now the forecasting models about the satellite
clock error at home and abroad are: (1) the linear model (LM) [9, 14] (2) quadratic
polynomial model (QPM) [10, 19] (3) gray model (GM) [3, 4, 11, 17, Liu et al.
20006; Li et al. 2009] (4) Kalman filters model (Kalman Filter) [9, 14], and other
methods etc. [6].

The above prediction methods are suitable for the deterministic part of the
satellite clock error prediction (the part can be expressed by quadratic polynomial
or periodic function), and ignoring the prediction of uncertainty part in satellite
clock error (the part cannot be directly expressed by the model, also known as the
residuals), resulting in prediction accuracy restriction in part of the satellite clock
error series. For example, Cui (2005) pointed out that using the second-order
polynomial model (QPM) for long-term forecasting of satellite clock error, the
cumulative error will be extended with increasing forecast time, and cannot meet
the large span clock error prediction. Lu et al. [12] pointed out that the application
of gray system model GM (1, 1) to the prediction of satellite clock error, can reduce
the satellite clock error epoch for modeling and improve forecast accuracy, which
shows some advantages, but deficiencies in gray model will cause large errors in the
actual forecasting sometimes. Xu (2009) gave the 90-day forecast results by qua-
dratic polynomial method and gray model, the prediction accuracy is in the order of
microseconds to 10 ps, while 1 ps clock error will lead to 300 m users range error
(URE), which is difficult to meet the guidance accuracy needs during wartime.

This paper will learn the mature experience from forecasting on the Earth Ori-
entation Parameters (EOP), use a jointed method by least-squares and auto regression
model, abbreviated as LS + AR model, and predict the different satellite clock error
sequences with IGS GPS satellite clock error data, to estimate the clock error
accuracy of different prediction span. Specifically which is firstly analyze the data
features of each satellite clock error sequence, and then create a specific model
mainly contains the constant term, linear term, polynomial term and periodic terms,
to isolate the main parts and residuals by fitting the clock error sequences, and the
main parts and residuals parts are predicted by different methods, while the clock
error value is derived by adding main term prediction and residuals prediction finally.

14.2 Methods

This paper selects AR (p) model but not the complex ARMA (p, q) as the fore-
casting model for clock error residuals series, mainly because the estimation
accuracy of ARMA (p, q) model coefficient is poorer than the AR (p) model, and
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the total order (p + q) is higher the estimation accuracy is worse, while a higher-
order AR (p) model is actually equivalent to a low-level ARMA (p, q) model, and
the coefficient estimation of AR (p) model is more convenient and accurate
compared with ARMA (p, q) model. We adopt the final prediction error criterion
(FPE) to identify the order p of AR (p) model for each forecasting step, and use the
Burg algorithm to solver the coefficients of AR (p) model, which means that the
AR (p) model is updated for each forecasting step, and the new AR (p) model is
more reasonable and accurate. The principles of fitting models and AR (p) model
are briefly described as follows.

14.2.1 Fitting Model

Due to the different nature of main and residuals terms in the clock error sequence,
the two parts usually need to be processed separately. We firstly identify the main
periods of clock error sequence by the spectral analysis method, and then establish
a model mainly contains the constant term, linear term, polynomial term and
periodic terms, to isolate the main parts and residuals by fitting the clock error
sequences, where the main periods are a week, 24 h and 12 h.

The fitting model is expressed as follows, which includes linear terms, poly-
nomial and periodic terms:

Yy=a+bt+c + > disin(2nt/Py + ) + & (14.1)
k=1

where, a is the constant term, b is the linear coefficient, c is the quadratic coef-
ficient, 7 is time, Py, d; and ¢, are period signals, amplitude and phase of periodic
signals in satellite clock errors sequence, and ¢, is the noise.

According to the principle of least squares, the predictions of the clock error
main terms can be extrapolated by the fitted model coefficients above, while the
residual part in the clock error series is difficult to obtain by a simple linear model,
and should be derived by other methods; here we select the classical autoregressive
model (AR model).

14.2.2 AR Model

For a stationary random sequence z(t=1,2,...,N), the AR (p) model is
expressed as follows,

P
i = Z (pizlfl' + a;. (142)
i=1
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where, a is zero-mean white noise, p is order of the model, ¢, s, ..., ¢, are
autoregressive coefficients, and obtained through solving the Yule-Walker equa-
tions by means of the Burg recursion [2] method.

The optimum order p is determined by Akaike’s Final Prediction Error (FPE)
criterion that corresponds to the smallest FPE [1],

FPE(p) =P,(N+p+1)/(N—p— 1), (14.3)

P,=1/(N=p) Y (z, — Zp:qojz,,) . (14.4)

t=p+1

14.3 An Example

Currently, GPS system totally contains 31 network working satellites, including 11
Block ITA satellites, 12 Block IIR satellites, seven Block IIR-M satellites and a
Block IIF satellite. This example selects the PRNO1, PRNO5, PRN09, PRNI16,
PRN24 and PRN26 six satellites for analysis, which represent six types of GPS
clock error: 1. Block ITA Cs; 2. Block IIA Rb; 3. Block IIR Rb; 4. Block IIR-M
Rb; 5. Block IIF Cs; 6. Block IIF Rb.

This investigation employs the two weeks data set of clock error, during March
24, 2013 to April 6, 2013 from the International GNSS Service (IGS) official
website for modeling and forecasting. The original data sampling interval is 30 s,
in order to improve the computational efficiency; we adjust the data sampling
interval into 6 min, and make the forecasting in the future 3 days containing short
term to long-term changes in clock error. And the accuracy verification is obtained
by comparing the model predicted values with clock error data, where the pre-
diction spans are mainly selected as 2, 12, 24 and 72 h.

14.3.1 Prediction Error Estimates

We select the max absolute error (Max), mean absolute error (Mean), and root
mean squared error (RMS) as the indicator to assess the prediction accuracy.

Max; = max|pj' —of|, j=1,---,n. (14.5)

1< . .
Mgani = ;Z }pjl _ 0j1| (146)
=
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Table 14.1 Statistics about the max, mean and RMS of GPS satellite clock bias prediction

PRN T/h Max/ns Mean/ns RMS/ns
01 2 0.190 0.062 0.076
12 0.766 0.586 0.596
24 2.538 2.333 2.336
72 17.311 16.993 16.996
05 2 0.116 0.036 0.045
12 0.744 0.276 0.331
24 0.875 0.378 0.445
72 6.092 6.539 6.097
09 2 0.844 0.317 0.452
12 3.336 1.193 1.550
24 4.109 1.451 1.805
72 14.870 11.054 11.277
16 2 0.574 0.246 0.294
12 0.860 0.436 0.515
24 1.605 1.031 1.104
72 8.006 7.154 7.165
24 2 2.983 1.172 1.452
12 5.511 2.648 3.008
24 10.635 6.293 7.001
72 26.273 23.448 23.588
26 2 0.593 0.167 0.215
12 1.546 0.880 0.906
24 3.430 2.487 2.519
72 16.902 14.765 14.790

(14.7)

where, o is the EOP observations, p is the EOP predictions, i is the prediction
interval, n is the number of total predictions.

14.3.2 Result Analysis

For each clock error prediction interval (2, 12, 24 and 72 h), 100 predictions are
made by means of LS + AR method, and the maximum absolute error (Max),
mean absolute error (Mean) and the mean square error (RMS) are calculated and
listed in Table 14.1, the unit is nanoseconds (ns).

As an example, Figs. 14.1 and 14.2 displays the clock error original sequence,
decomposed fitting sequence and residuals of typically rubidium clock error
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Fig. 14.1 SCB series, model fitting series and residual series of PRN16
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Fig. 14.2 SCB series, model fitting series and residual series of PRN24

sequence from PRN16 satellite and cesium clock error sequence from PRN24
satellite.while Figs. 14.3 and 14.4 shows the 24 h prediction result of the two
satellite clock error series.
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(a) x10° Satellite clock error sequence of PRN16
3.5 T ;
R M
o) L = S 4
3 8 o
n Rasasset
2'50 8 16 26

T/h

(b) x10° Satellite clock error prediction sequence of PRN16
35 T .

SCB/s
w

2.5
0 8 16 26
T/h
(c) Satellite clock error prediction error sequence of PRN16
0 T .
2 °
'’ 4 [ @ .ﬂ“
4] LY ° o Cad, 00
£ e ;.:‘.‘rv' LT XL |
O S,
@ 1 "v“ 1
29 8 16 26
T/h

Fig. 14.3 24 h SCB series, prediction series and prediction error of PRN16
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Fig. 14.4 24 h SCB series, prediction series and prediction error of PRN24
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We can get some information from Figs. 14.1 and 14.2, that the PRN16
rubidium clock error sequence shows more stable residuals after model fitting,
which is in the order of 2 ns; while PRN24 cesium clock error sequence remain a
bigger residuals after model fitting about 10 ns, which shows that the stability of
cesium clocks is worse than the rubidium clock. Meanwhile, it is shown from
Table 14.1 and Figs. 14.3, 14.4, that PRN09, PRN24 are cesium clock, whose 12 h
short-term forecast accuracy is poor, in the order of nanoseconds; while PRNOI,
PRNOS5, PRN16, PRN26 are rubidium clocks, the 12 h forecast accuracy of them
are Higher, and are both in the sub-nanosecond magnitude. And for 24 and 72 h
long-term forecasting, the cesium clock PRN24 perform most unstable, the RMS
are 7 and 23.5 ns respectively, while the rubidium clock PRNO5 and PRN16
perform best, which remains a nanosecond magnitude for the medium and long-
term forecast accuracy.

14.4 Conclusion

In this study, we perform the short and medium-term predictions of the GPS clock
error by means of LS + AR method, based on the IGS clock error sequence during
March 24, 2013 to April 6, 2013. The prediction intervals range from 1 to 72 h.
We get two information from the GPS satellite clock error sequence, on the one
hand, the different types of satellite clock showing a law that is, the stability of
rubidium clock is higher than cesium clock overall, and rubidium clock shows
higher prediction accuracy than cesium clock for short-term and long-term fore-
casting. On the other hand, the LS + AR model reduce error accumulation by
modeling each data series differently, which can effectively improve the prediction
accuracy of the satellite clock error.
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